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ABSTRACT. Medical data classification plays a crucial role in many 

medical imaging applications by automating or facilitating the delineation of 

image data. It addresses the problem of diagnosis, analysis and teaching 

purposes in medicine. For these several medical imaging data modalities 

and applications based on data mining techniques have been proposed and 

developed. In this paper, a comparative analysis of applications of data 

mining techniques has been presented. Thus, the existing literature suggests 

that we do not lose sight of the current and future potential of applications of 

data mining techniques that can impact upon the successful classification of 

medical data into a thematic map. Thus, there is a great potential for the use 

of data mining techniques for medical data classification, which has not 

been fully investigated and would be one of the interesting directions for 

future research.  
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texture classification 

INTRODUCTION 

With the development of information technology, medical data has been widely available 

from different modalities e.g. X-ray, computed tomography (CT), magnetic resonance images 

(MRI), ultrasound etc. Thus, the explosive growth of data storage and the amount of data 

bases to store the digitized data has increased exponentially (Mitra et al. 2002). An early 

attempt at computerized analysis of medical images were made in the 1960s, later serious and 

systematic investigation on computer-aided diagnosis CAD began in the 1980s with a 

fundamental change in the concept for utilization of the computer output, from automated 

computer diagnosis to computer-aided diagnosis (Doi, 2007). 

Effective medical images can play an important role in aiding diagnosis and treatment of 

the diseases and they can also be helpful in the education domain for healthcare students. As a 

consequence, the vast amount of medical data accessible calls for developing new tools to 

effectively and efficiently manage and retrieve the data of interest to the medical practitioner 

and to the research community. Thus, the concept of data mining has been created and 

evolved in ongoing efforts to efficiently harvest useful information from huge data 

repositories (Antoni, Zaiane & Coman, 2001). Consequently, a data mining is the non-trivial 

extraction of implicit previously unknown and potentially useful information about data.  

The rest of the paper is structured as Section 2 to Section 5. Section 2 discusses data 

mining techniques. Section 3 provides comparative analysis of data mining techniques. 

Discussion has been made in Section 4 followed by conclusion in Section 5. 
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DATA MINING TECHNIQUES 

Data mining is a research line that began in 1980 in order to find the knowledge that is 

hidden in the data. Classification in data mining is used to predict group membership for data 

instances. Data mining involves the use of sophisticated data analysis tools to discover the 

relationship in large datasets. Medical databases in general pose a unique problem for pattern 

extortion because of their complex nature. Data mining approaches are mainly comprised of 

statistical and machine learning algorithms (Kaur & Wasan, 2006). 

Data mining techniques can be broadly classified into two categories: parametric models 

and non- parametric models. Parametric model based on traditional statistical algorithms 

attempt to a fit a mathematical define a priori describe the relationship between input and 

output variables. Typically they assume that domain has an underlying data structures. In 

cases when there is little knowledge of the underlying distributions, the success of these 

models is limited or at least unknown. Non-parametric models on other hand do not use 

domain specific knowledge but instead rely heavily on the data to derive the relationship 

(Han, Kamber & Pei, 2011). Data mining algorithms generally belong somewhere along a 

continuum between these two categories of parametric and non- parametric models. For 

medical data classification, the emphasis is placed more on non-parametric models (where 

ideas are motivated from concepts of pattern recognition, image processing, and computer 

vision). These are tasks directly related to medical imaging: 

 Image segmentation (Zaidi & ElNaqa, 2010) 

 Image data classification (Kharrat et al., 2010; Tu, Shin & Shin, 2009) 

 Computer-aided diagnostic characterization (Hadjiiski et al., 2004; Doi, 2007) 

 Image annotation (Russell et al., 2008) 

There have been few survey articles in the relevant research field (Antonie et al. 2001; 

Perner, 2002, Miller & Blott, 1992; Smitha, Shaji & Mini, 2011; Kassner & Thornhill, 2010 

in previous years. Many different classification strategies were applied and while in the 

earlier years nearest neighbor-based approaches were most common and most successful 

(Suguna & Thanushkodi, 2010). Later, decision trees (Kharya, 2012), as well as support 

vector machines (Kharrat et al., 2010, Aarthi et al., 2011) became more and more common 

and outperformed the nearest neighbor–based approaches. Analogous to feature combination, 

classifier combination has also been a popular way to improve performance (Kharat, 2012; 

Suguna & Thanushkodi, 2010.This seems to indicate that data mining techniques have 

beginning to be applied widely in the detection and differential diagnosis of many different 

types of abnormalities in medical images obtained in various examinations by use of different 

imaging modalities. 

COMPARATIVE ANALYSIS OF DATA MINING TECHNIQUES  

This section provides some selected studies on medical image classification are 

summarized in Table 1. It is obvious that every classification algorithm provides admirable 

results, to date it appears that no one solution is diverse and flexible to obtain general 

acceptance in the medical image classification community. 
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Table 1. Peer Classification Performance 

Researcher(s)/ 

Year 

Dataset Classifier Property Overall 

Accuracy 

(%) 

Comments 

Suguna & 

Thanushkodi, 

2010 

Dermatology, 

Cleveland, 

Heart, HIV, 

Lung Cancer, 

Wisconsin 

GkNN Assign patterns to 

the majority class 

among k nearest 

neighbor using a 

performance 

optimized value for k 

97.92 Slow testing, 

scale 

depended 

Kharya, 2012 MIAS  

Decision 

tree 

Finds a set of 

thresholds for a 

pattern- dependent 

sequence of features 

93.62 Iterative 

training 

producer, 

overtraining 

sensitive, need 

pruning 

Rajendran, 

Madheswaran 

& 

Naganandhini, 

2010 

Brain tumor 90 

Tu, Shin & 

Shin, 2009 

Heart Disease 78.93 

Aarthi et al. 

2011 

MIAS  

SVM 

Maximizes the 

margin between the 

classes by selecting a 

minimum number of 

support vectors. 

86.11 Scale 

dependent , 

iterative , 

slow training , 

nonlinear 

Kharrat et al. 

2010 

Human brain 

dataset 

96.36 

Rajini & 

Bhavani, 2011 

MRI ANN & k-

NN 

Iterative MSE 

optimization of two 

or more layers of 

Perception using 

sigmoid transfer 

functions 

90 Sensitive to 

training 

parameters, 

slow training, 

may be 

produce  

confidence 

values,  

overtraining 

sensitive 

Abbreviations:  

Magnetic Resonance Image (MRI)   Back –Propagation Neural Network (BP-NN) 

Feed Forward Neural Network (FF-NN)  

Mammographic Image Analysis Society (MIAS) 

Genetic k-Nearest Neighbor (GkNN)  

 

Suguna & Thanushkodi (2010) attempted to probe an improved k-NN using genetic 

algorithm was utilized to reduce high calculation complexity with low dependency on the 

training set and no weight difference between each class. Thus, recent studies try to overcome 

limitation of traditional k-NN, and are able to produce better results. An approach for 

classification of brain MRI using genetic algorithm with SVM was proposed and able to 

classify brain tissue into normal, benign or malignant tumor. However, SVM tend to perform 

much better when dealing with multi-dimensions and continuous features. Moreover, a large 

sample size is required in order to achieve its maximum prediction accuracy (Kharrat et al., 

2010). 
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Table 2 presents few articles encompass the different diseases detection system where 

implementation was observed on various types of images with different types of cancer 

regions.  

Table 2. Summary of major approaches using medical image for improving  

classification accuracy 

References Classifier Characteristic of Approach 

Kumar & Raju, 2008 ANN Predicting early cancer cells using texture features 

Sarhan, 2009 ANN& DCT Stomach cancer detection system 

Rajini & Bhavani, 2011 ANN+ k-NN An automatic brain MRI diagnostic system with 

normal and abnormal classes. 

Latifoglu et al. 2008 PCA, k-NN weight 

+artificial immune 

recognition system 

For diagnosis of atherosclerosis disease 

 

Decision tree based classification methods are widely used in data mining for the decision   

support application. This type of systems use decision support that have to be made by 

physicians whether the maximum frequent item set that are found in the transaction tree has 

been compared with the maximum frequent item of the test images  to classify the benign and 

malignant images (Smitha, Shaji & Mini, 2011). Hence the diagnosis can be made easily. 

Moreover, texture classification can be applied to any modality of digital image and helps to 

obtain spectral properties of an image. Texture analysis methods can be divided into four 

statistical, geometrical, model-based and signal processing (Kassner & Thornhill, 2010). 

DISCUSSION 

Medical data has made a great progress over the past decades in the following three areas 

(1) development and use of advanced classification algorithms (2) use of multiple features (3) 

incorporation of ancillary data into classification procedures. However, few challenges 

include data mining methodology, user interaction, performance and scalability; other issues 

include the exploration of data mining application and their social impacts. Based on Table 

1and 2, each imaging modality has its own idiosyncrasy with which to contend. With all the 

efforts, there is still no widely used method to classify medical data. This is due to the fact 

that medical domain requires high accuracy and especially the rate of false negatives to be 

very low. Nevertheless, methods do exist that are more general and can be applied to a variety 

of data. However, methods that are specialized to particular applications can often achieve 

better performance by taking into account prior knowledge. Selection of an appropriate 

approach to a classification problem can therefore be a difficult dilemma. In consequence, 

still there is much room for further improvement over current medical data classification 

tasks. Therefore, there is a great potential for the use of data mining techniques for medical 

data classification, which has not been fully investigated and would be one of the interesting 

directions for future research.   

CONCLUSION 

This paper examines current practices, problems and prospects of medical data 

classification. The emphasis is placed on the summarization of major advanced classification 
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approaches and the techniques used for improving classification accuracy. Since, researchers 

have gained interest and invested resources to investigate seemingly interesting data mining 

applications. A considerable amount of literature has been published on medical data 

classification. While looking into large and growing body of literature, it is appears that data 

mining techniques have been proven to be successful for classification tasks. Thus, in this 

paper a comparative analysis of the recent development in medical data classification has 

been done. The paper has provided an up to date discussions of medical data classification 

techniques used in the literature. Since, medical data might be in the form of numeric and 

textual information that may be interspersed and redundant. Thus, we need efficient, robust 

and flexible machine learning algorithms. From these evidences on medical data 

classification, it can be seen that there is still much room for further improvement over 

current medical data classification tasks. More research, however, is needed to identify and 

reduce uncertainties in medical data classification to improve classification accuracy.   
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